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TCP adds latency

In-order delivery means buffering out-of-order segments,
waiting for the delivery of earlier data — head-of-line blocking

Reliability involves detecting that a segment has been lost,
and retransmitting it

Both of these mechanisms add latency, making TCP a poor
choice for real-time multimedia applications



Introducing TCP Hollywood

Uses TCP as a substrate, to overcome ossification, but
modified to reduce latency

Message-oriented to allow application data units to be sent
Unordered delivery of messages, given independent utility

Partially reliable based on time and dependency information



TCP Hollywood in action
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Tplayout reduces
gaps in playback
due to jitter



TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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Feasibility Region
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Feasibility Region
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Feasibility Region
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Feasibility Region
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Feasibility Region
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Feasibility Region
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Feasibility Region
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Feasibility Region

Tplayout

25



Feasibility Region
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Feasibility Region

Tplayout

Standard TCP
retransmissions arrive
too late to be used, and
head-of-line blocking
possible
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Feasibility Region

Tplayout

Standard TCP
retransmissions arrive
too late to be used, and
head-of-line blocking
possible

TCP Hollywood helps:
removes head-of-line
blocking, and sends

inconsistent
retransmissions

28



Deployability

Inconsistent retransmissions are the only wire-visible
modification vs. standard TCP — same TCP sequence
number, different payload

Middleboxes performing payload inspection may interpret the
behaviour as an attack — man on the side

Experiments between TCP Hollywood server, and 14 UK
clients

8 fixed-line ISPs, 4 cellular operators - all major UK ISPs
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TCP Hollywood is deployable
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TCP Hollywood

Unordered, partially reliable
message-oriented transport
protocol

Wire-compatible with TCP

Analysis shows when TCP
Hollywood helps applications

Deployable across all major
UK fixed-line and cellular
ISPs
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ABSTRACT

Real-tme multimedia spplications use cither TCP or UDP at the
\ransport lager, yet nither of these protocols offer all of the features
required. Deploying a new protocol tha does offr these features
s made dilful by owsiiaton: frewall,and the midleboen
intho nework petTCP or UDR.nd ok e s of e
P Hollywood, a protocol that s wire-compatible
W TCP whie afeing an tnordre. partally relsle mécse
oriented transport scrvice that s wellsuied to mulimedia applic
ations. Analytial results show that TCP Hollywood extends the
feasibility of using TCP for real-ime multimedia upplications, by
ucing laency and increasing uilty. Preliminary evaluations also
show that TCP Hollywood s deployable on the public Internet, with
safe failure modes. Measurements across all major UK fixed-line
and cellular networks validate the possibility of deployment

CCS Concepts

our protocol,given the complexity of implementing TCP-friendly
congestion and flow control atop UDP, and the wider deployment of
TCP in enterprise networks.

‘We present TCP Hollywood: an nordered, time-lined, transport
Jayer protocol, that supports parial deployment. Critcally, TC
Hollywood is wire-compatible with TCP and so s feasible o d
o the Inteme. In TCP Hollywood, TCP's latency

sarantees o tespect applicaion ltency bounds. In addic
tion, TCP Hollywood uses a message-oriented abstraction so that
interdependencies betwean

sages can be expressed.

Previous effort i this space have made important contributions

owind broadenin ranspon et APL and redcing aency or
el ime appicatons. Time Lined TCP (TLTCP) (17 forcxampic

allows applications to express timelines for mes:

only wanamied during i dmelne. Tn Minion 18], sppicasons

can replace unsent messages in the sending boffer. Our work builds
o these efforts, with  focus on deployabilty. TCP Hollywood

“Networks -+ Network port p

Keywords

Transport protacols; eal-ime multimedia applications

1. INTRODUCTION

portion of all Intenet traffic [4]. The characteristics o these ap-
plications, namely thir gt ltency bounds and inerder
betsieen messages, are unsupported at the transport layer. Con.
sequently, developers ae forced to eimplement common function-
ality, applications interact poorly with each other,and the sabiliy
of the network s compromised 1] [1

Our goal s to develop a transport protacol that provides al of
th et e by e mlimediaaplions,wihot

that

and DX
oo of eker TOP o UP W slot TCP st o to

TCP's wire-visible protocol, making it

o middiebor iterference and modification

T paper offere e i comeboons. Fi, a nove and

APt beter

i ppliadons Secont preimincy st s when

TP bty s oo b, st e TP ey

improves utilty. Finally, we report on preliminary exaluatons that

show that TCP Hollywood is deployable, with safe failure modes.
‘We structure the remainder of this paper s follows. Section 2 de-

Serbes the requirements of a deployable transport-layer protocol for

real-ime multimedia applications. Section 3 deseribes the design

of TCP Hallywood, and how it fulfls the requirements. Section

4 reveals the combination of network and appl

where our protocol will help

o mulimeis ppiston.Secton ¢ discuses depoahily el

tonsconductd using out implementation.Seton  desrbes

el work. e Secionconc

Jication parameters
ction 5 extends this analysis

and S

2. REQUIREMENTS

‘We outline the requirements we address with TCP Hollywood,
using the terminlogy used by the Transport Services (TAPS) [7]
working group e BT A ranport i featue .1 o o

et o o wae s b s o d el i
acheh P Wit pmed Tocp b e
NOSSDAV'16, Moy 13 2016, Klagenfr, A
DO Hpifi di rg/ 10,1 14572910642.291064%

ur reqirement 5: 0 provide the
features that are needed by rea-time mulimedia applicatons, and

o thes e deplyae o the i e,

quire & message-oriented protocol, o allow inde-
table application dta unis (ADUs) to be sent. This
absracion mmmm ot orer eltvry. emoing e ey
enforcing order. Real-time multimedia ADUS hav
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ABSTRACT for real-time traffic. While both protocols are used for real-time

Real-tme applications require a set of transport services ot cur-
rently provided by widely-deployed ransportprotocols. Ossification

reduce th mumber
o networks blockin UDE, cibling a shil cowards it 1 o 4
demultiplexing layer for novel transport protocols.

applic i services and APL
This forces each application o r-invent or re-interpret mechanisms
that should be provided by the ransport. The increased costs and
‘complexity of doing so make applications less reliable, and raise:
barriers to innovation,

T this paper we identify and present the appropriate et of ransport
services and APIs for real-time applications, and demonsirate their

Wi

dons, neither really provides

possble o realis real-time services and APIs in the contextof both
TCP and UDP, despite the limitaions imposed by their legacics,
by middicboxes, and by the ossification of the network. Inital

experiments with our implement st that the nctwork has

CCS Concepts i iy 0 deploy e ramspor pm.wu provided care s
“Networks - port p s er boundaries in 4
e kv b s P et TP e

Keywords boundarics
Tn doing 50 we make three main contibutions. Firs, we make
Transport protocals; real-time mulimedia spplications explict th needsofreal-time applicaions. s well s the appropriate

we
improving the qualiy of expeience o user by I
and increasing the quality and robustness of the me

Unfortunately. the hnuunmh of the standard Internet
protocols make this a challenging target, and the ossified nature of
the nevwork makes it ncreasinly dificult 0 deploy e ransport
protacols,

“There have ben several attempis to standardise and deploy new
transport protocols [13, 24]. wever, only UDP and
TCP are widely usable i the Interne, since the remaining

are blocked by firewalls and other middlcboxes. UDP exposes
the best-ffort P packet delvery servic

develop new protocols, but at the costof requiri
o be defined and implemented from scratch,
mechanisms ae well defined, consisting of sophisticated congestion

control coupled with a relisble, ordered, byte stream APL These have
been proven suitable for many applications, but ae inappropriate

ot s gaed wiet e vk o cops 7 s e ot
e e o o oy e e

o s o Reqestpersons o permssrs s
ANRW 16, July 16 2016, Beni, Germany
200 Copyra e o), P g e ACM
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transport services and APIs to support those needs. Second, we
illustrate an example realisation of those ran

Finally, we presen nitial measurement resul
proposed mechanisms ought 1o be usable i the public Intrner.
We siructure the

mainder of this paper as follows. W
Section 2 by discussing transport services for rel-time applications

for new protocols, caused by ossfication of the network. Section 4

considers, in particular, ow TCP reliabilty semantics can evolve:

within the constainis of the exsting infrastructure, The semantics

are el snd ko prctics in Section 5 Finally, Scton &
work, and Section 7 conchudes.

discusses

2. REAL-TIME TRANSPORT SERVIC

the IETF,

S
sroup is
chareed 1o (1 develop  fxonormy of ranspor servces. e . 10
ideniy the eaturesthat comprise and can be combined (0 fom,
complete transport protacols; and (2) o develop an abszact API for
applicrions 0 request esirale services,allowing the sysien to
transport protocol
Itis hoped that this will Ioosen the coupling betwieen application
and ransport, so enabling deployment of new transport protocols.

he Transpor

2.1 Desirable Transport Servic

work in TAPS provides a vocabulary for discussin

e the
componeats of transport protocols. The vocabulary is useful when
discussing the needs of real-time applications, and the protocols 0

TCP Hollywood: An Unordered, Time-Lined, TCP

for Networked Mul

ot e
dia appicaions 1o CP or UDP, d.\pm -m.m.,..,
o of new transport pretocols that
mprove iransport o these applator
nordered, time-lined,

mlimdia traffc whie being
of the protocol indicat
K in lossy conds

s constrained, such as with elcphony applications
ney video streaming. This allows retransmissions
TCp,

experiments show that TCP Hollywood
deployabic on the Internet, successully operating on all major
fixed and mobile networks in the UK, with safe failure modes.

L INTRODUCTION

Real-time networked multimedia applications have long
contributed (o Intenet traffic. This can take the form of
telephony [1], video conferenci  or on-demand TV
and movies [3], 4], or user-generated video. These applications,

and the traffic they generate, are rapily increasing in popularity.
nd o comprise he majory of Internet trah 19

ture of such real-time traffic is that it prefers
predictable and bounded latency to strict reliability, since
data that arrives (00 late is as bad as data that docs not
arrive at all. This suggests that data should be sent in packets
that ca be independently decoded [6], 1o alow them (0 be
processed irrespective of the loss of other packets.
However, the requirement for efficient NLdv.lu»mpnww(m Teads
10 interdependence between packet contents and codes that
operate across multiple frames. When coupled with challenging
network environments, such as mobile wireless, that have
unreliable delivery and unpredictable latency, the requirements
for effective media transport become difficult to satisfy.

Applications access the network via the transport layer.
The transport protocol should provide services to meet the
application demands, abstracting away details of the transport
prucess, and delvering dua with n approprin degres of el
ability and timeline: real-time networked multimedia, the
{ransportshould be tisied to minimize ransportinduced delay

and should respect (partial) reliability semantics pertaining (o
media importance, deadlines, and dependencies.

Message-oriented transports, such as SCTP 7] and DCCP
|81, ought o be sutable hulding blocks, but their deployment
is restricted by NATS, firewalls, and other middieboxes [9].
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This leaves real-time applications to use UDP or TCP, neither
of which s well-sited 0 ther needs. UDP contribues mirimal
Ity makin i the ecom

latency bounds of

Timited support 0 apple
enterprise firewalls. TCP prefers el
its congestion control tends to drive elay. but is
ofien the only anspot ta can pass e ddleboses on
the path. Accordin  despits it many pmmm TCP i
Tapidly becoming the de acto ransport For mullimedia rafic

bility to timeliness, and

this paper, we engineer TCP Hollywood in response
0 these trends. TCP Hollywood is an unordered and time-
lned transpot protocol,hal s wite ompatbe with stadard

TP but liminates two souees of anspot-indced lken
ovides reliability semantics that betler suit real-time
mldmedia applicatios. Specifically. TCP Hollywood: 1)
moves head-of-line blocking at the receiver and delivers
received data to the application immediately, irrespective of
ordering; and 2) relaxes reliability to respect time lines provided
by the application, so only data that will arrive in time
retransmitted, otherwise retransmissions carry new data.
s reduces lnency
e TCP

Hollywood 10 express inter-dependencies et messages
Crucially, TCP Hollywood is wire-compatible with TCP, and
inerementally deployable on the public Internel,

Our implementation consists of an intermediate logs
that sits between the application and the kernel. Extensions
in the TCP stack facilitate out-of-order delivery, and can
be enabled o disabled via socket options.
delincated in the logic layer using timing a
information from the application, and COBS
to survive re-segmentation that may occur in
We inioduce th concept of inconsisent rernsmisions: if
the round-trip time (RTT) estimator indicates that a
il arive too late 0 be sefl, or if o message dqmvd»
on a previous unsuccessfully transmitted me:
Hollswond can explof r-ransmisson slots 10 send new P
and avoid retransmitting useless data. T
ainained by resrving the squene
ents, whether inconsistent or not. We develop an analyti
Famework © model the value of u retrnsmisson sgin the
ime of data at the receiver-side. Our
analysis reveals & wide range of RTT valucs where standard
CP retransmissions will arrive oo late t0 be useful. We use
this model to validate TCP Hollywood. and show that it handles
retransmissions correct
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