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a b s t r a c t 

There is a need for new architectures and designs of resilient networked systems that are capable of 

supporting critical services and infrastructures. The arguments have previously been well rehearsed, but 

much remains to be done, not least to demonstrate the feasibility of building such systems. 

Key among the remaining challenges is how to specify and realise appropriate components that in- 

teract with each other to produce a resulting resilient system. This paper reviews the state of the art, 

describes recent contributions, and looks ahead to future research and prospects. 
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. Introduction 

A resilient system is one that continues to offer an acceptable

evel of service even in the face of challenges [43,53,60] , whatever

he nature of the challenges that it faces. A taxonomy of challenges

o network resilience has been developed [7] in our previous work.

Examples of systems that need to be resilient include con-

rol systems for industrial processes, communication networks that

upport health care, and distributed computing systems that un-

erpin air traffic control. However, there are many other examples

f IT and communication systems that provide the underpinning

or critical infrastructures or services. The Internet itself is a crit-

cal infrastructure – supporting some services that can be consid-

red as critical (and others that clearly are not). 

However, the architecture and the realization of resilience are

ot yet mature, despite recent work that sheds understanding on

he principles of resilience [43,53] . A process for building resilient

omputer networks – the set of steps involved – has been derived,

ummarised as D 

2 R 

2 + DR (defend, detect, remediate, recover; and

iagnose, refine), and a common understanding has emerged of the

life cycle’ of resilience [35] . Recent research has clarified the need

or a number of sub-steps, for example risk assessment in ‘defend’,

nstrumentation of the system under inspection in ‘detect’, and the

eed to move towards an enhanced system state (taking account

f the challenge and its adverse effects on the system) in ‘recover’.

In-principle questions remain, including how to specify re-

ilience in such a way that systems can be engineered – for exam-

le how to compose resilient services driven from a Service Level
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greement (SLA) that describes the desired level of resilience. This

egs a number of questions: what granularity of resilience is im-

lied by the specification; is it a service, a sub-system, or the

ntire system? What ‘classes’ of resilience are to be indicated in

he SLA: should it be hard guarantees, should it be best-effort, or

omething in between? And how would the SLA be monitored and,

ore significantly, how would it be enforced? Yet another issue is:

hat would be the consequence of violating the SLA for the service

rovider – would this be in financial or legal terms, or both? 

In the future, it is likely that services and indeed systems will

e composed on demand, given the rise of virtualization and the

ove towards programmability. The properties of these services

nd systems will be pre-specified, including the required or the

esired level of resilience alongside other requirements and con-

traints – including cost. How to realise such programmability is

ne important area for research and development. 

Another fundamental issue is the involvement of people in the

peration of critical infrastructures – how can we model people

hen we specify and build the supporting IT and communication

ystems. People and their organizational roles and responsibilities,

nd their behaviour, are crucial elements in systems. 

.1. Research questions 

Several research questions are evident from the previous sec-

ion. These range from the general issue of how to compose or

program’ resilient systems (with the related need to understand

ow resilience is specified), through the need to model and un-

erstand the role and involvement of people (as components of

he system) within operational systems, to developing a case study

hat attempts to demonstrate selected aspects of resilient systems

a testbed for resilience). There are more specific research ques-
nder the CC BY license. ( http://creativecommons.org/licenses/by/4.0/ ) 
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Fig. 1. ResiliNets resilience control loop D 2 R 2 + DR [43,60] . 
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tions such as the study of inter-dependent systems and cascad-

ing effects that may arise in the face of certain challenges, and

whether we need to pursue the architecture and design of resilient

systems using a clean-slate approach. 

There is a relationship between these areas and that of situa-

tional awareness; a possible research question is how to realise the

‘detect’ and ‘respond’ phases of the resilience life-cycle by incorpo-

rating situational awareness information. Further topics for future

work are outlined in Section 3 . 

2. State of the art in resilient networked systems 

Resilience , the ability of a network to defend against and main-

tain an acceptable level of service in the presence of such chal-

lenges [43] , is viewed today, more than ever before, as a major re-

quirement and design objective. The need certainly applies to the

Internet, this “critical infrastructure used by citizens, governments,

and businesses” (as it is described by ENISA, the European Union

Agency for Network and Information Security). 

Resilience evidently cuts through several thematic areas, such

as information and network security, fault-tolerance, dependabil-

ity [4] , performability [30] , and network survivability [14,24,52] .

A significant body of research has been carried out around these

themes, typically focusing on specific mechanisms for resilience

and subsets of the challenge space. We refer the reader to Sterbenz

et al. [43,53] for a discussion on the relation of various resilience

disciplines, and to a survey by Cholda et al. [11] on research work

for network resilience. 

However, despite these various effort s, under cert ain challenge

conditions the Internet is less resilient that we would like it to be.

There are many causes for this lack of resilience, some of the more

prominent reasons being: 

• networks and services are complicated to configure and manage,

and they occasionally display undesirable emergent behaviours

as a consequence of their complexity [12] ; 

• network resilience, in a similar manner to security, is not a

core business concern, and as a consequence the cost of en-

suring resilience – both capital and operational costs – can be

marginalised; 

• from an engineering perspective, opacity between networking

layers can lead to inappropriate behaviour being exhibited by

protocol instances because of a lack of information about the

nature of a challenge; 

• within the public Internet there are low barriers to malicious be-

haviour and problems of attributing malicious behaviour to actors

[45] that make the orchestration of various forms of attack rel-

atively straightforward and almost consequence free; 

• and there is a lack of well understood ways to specify desired

levels of network resilience (for example in SLAs), and of mech-

anisms to effectively measure and analyse the performance of

networks with respect to these requirements [16] . 

A significant shortcoming of existing research and deployed sys-

tems is the lack of a systematic view of the resilience problem,

i.e., a view of how to engineer networks that are resilient to chal-

lenges that transcend those considered by a single thematic area.

A non-systematic approach to understanding resilience targets and

challenges, e.g. one that does not cover thematic areas, leads to an

impoverished view of resilience objectives, potentially resulting in

ill-suited solutions. Additionally, a patchwork of resilience mech-

anisms that are incoherently devised and deployed can result in

undesirable behaviour and increased management complexity un-

der challenge conditions, encumbering the overall network man-

agement task [15] . 

Our resilience framework was developed as part of the EU-

funded ResumeNet project and NSF-funded FIND Postmodern In-
ernetwork project [5] . At the core of this framework is a resilience

trategy consisting of nested control loop, depicted in Fig. 1 , de-

cribed as D 

2 R 

2 + DR: defend, detect, remediate, recover and di-

gnose, refine [43,53,60] . To collectively maintain the resilience of

etworks and services, it is envisaged that numerous instances of

his control loop operate at multiple protocol levels, across admin-

strative domains, and on different planes. 

At the core of the inner control loop D 

2 R 

2 are passive defences ,

ncluding structural redundancy for fault-tolerance and diversity

or survivability, such that if parts of the network fail there will

e others to continue operation. The first step of the inner control

oop will be active defences , such as firewalls that resist penetration

f challenges to the network. When defences are penetrated it is

ssential to detect this using methods such as anomaly and intru-

ion detection systems. Once failures have been detected, remedia-

ion takes temporary action (such as rerouting flows and load bal-

ncing to alternative servers) to return the service to the highest

ossible state while a challenge (including an attack) is ongoing or

hile infrastructure has been destroyed. Finally, once the challenge

as ended a process to recover the network to its initial state must

ake place, including the redeployment of destroyed infrastructure

nd rerouting and re-load-balancing. An outer DR loop performs

iagnosis of the fault (design flaw or compromise) that permitted

he challenge to penetrate [Laprie] using techniques such as root-

ause analysis, followed by refinement of the entire D 

2 R 

2 process

or better response to future challenges, including evolution of the

etwork architecture, operation, and protocols. 

The EU-funded ResumeNet project further defined an engineer-

ng view of this control loop and defines a number of fundamen-

al components necessary for resilience, which operate at multi-

le protocol levels, across administrative domains, and on differ-

nt planes, as described above, shown in Fig. 2 . To briefly sum-

arise the components of the control loop, initially a resilience

arget is defined using various multilevel metrics – the purpose of

he remaining components is to steer the network toward meeting

his target in the light of challenges. Collectively, challenge analy-

is components and a resilience estimator inform a resilience man-

ger about the nature of on-going challenges and the state of the

etwork and services, respectively. Based on this information the

esilience manager invokes resilience mechanisms that are embed-

ed in the network and services. Underpinning the operation of

he control loop is a set of defensive measures that aim to re-

ist the effect of challenges – these can be passive, e.g. redundant

quipment, or active, e.g. firewalls. In some cases, these will prove

nsufficient, and dynamic adaptation using the control loop will be

ecessary. 

Based on the resilience control loop, a number of elements of

he ResumeNet resilience framework have been derived. These in-
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Fig. 2. The resilience control loop developed as part of the EU-funded ResumeNet project, which contains a number of elements for ensuring network and service resilience 

[44] . 
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lude methodologies and toolsets for evaluating the resilience of

etworks and services using multilevel resilience metrics; a risk

ssessment process for understanding challenges; approaches to

ncremental challenge analysis that are sympathetic to the char-

cteristics of current detection mechanisms; various novel multi-

evel resilience mechanisms; and a loosely coupled policy-driven

esilience management architecture. ResumeNet deliverable D1.5c

rovides a detailed description of the resilience framework imple-

entation [39] . 

The ResumeNet resilience framework was developed with the

ingular and ambitious aim of ensuring the resilience of networks

nd services in a future Internet. Initial results from experimenta-

ion in a number of specific future Internet scenarios have indi-

ated its suitability for this task [40] . 

The importance of the resilience concepts being developed is

ecognised by ENISA – the European Network and Information Se-

urity Agency, which is the EU’s response to the EU’s cyber se-

urity issues. It is the centre of expertise for Information Secu-

ity in Europe, and has a strong interest in network resilience. The

NISA website describes their interest in resilience [17] and con-

rms the view that “Reliable communications networks and ser-

ices are now critical to public welfare and economic stability. At-

acks on Internet, disruptions due to physical phenomena, software

nd hardware failures, and human mistakes all affect the proper

unctioning of public e-Communications networks. Such disrup-

ions reveal the increased dependency of our society to these net-

orks and their services.”

Resilience is complementary to cyber security, and it is increas-

ngly being acknowledged as a crucial research topic in its own

ight – as well as being of vital importance to Governments and

perators of critical infrastructures. 

.1. Architectures and cross-layer design methods for secure and 

igh-assurance network and service infrastructure 

New communication and networking technologies should inher-

ntly support security by design and, as far as possible, should

e coherent with new and emerging trust models. Only a holistic

pproach will guarantee better security and trustworthiness, espe-

ially in the long term. State-of-the-art technologies currently used

o secure control and data planes of transport networks [38] were

ncrementally extended with security mechanisms to withstand

he newly emerging adversary scenarios, but the overall architec-

ure suffers from the lack of a holistic security design. Although

hese protection techniques seem to work at present, the trust sce-

arios they rely on are restrictive and generally inadequate to cope

ith future threat models. Moreover, the potential damage to the

rovider and to society in general is increasing dramatically with
he convergence of services and the concentration in future trans-

ort networks. 

Assumptions that potential adversaries can be repulsed by cryp-

ographically securing the control plane from outsider attacks and

rusting all nodes within the network are not sufficient for critical

nfrastructures and services in the long term. Even if the crypto-

raphic mechanisms are appropriate, an adversary may access the

etwork by exploiting node vulnerabilities and bypassing authen-

ication and authorization mechanisms. The attacker becomes an

nsider and as such has full access to the whole network segment.

oreover, misbehaving nodes due to misconfiguration or malfunc-

ion can also disrupt whole areas without a chance for resilience

nd recovery in reasonable times. The problem of routing security

as long been recognised as one of the key problems in network

ecurity at all scales from sensor networks to inter-domain rout-

ng on the Internet [61,62] . Particularly for the inter-domain case,

owever, mere connectivity is necessary but not sufficient and ad-

itional concerns such as Quality of Service, traffic shaping, and

ther constraints such as cost models arise [20] . 

Research is on-going to establish the Future Internet in which

he network layer provides extended functionalities to build the

ase for trustworthy end-to-end services. However, due to the

omplex nature and the number of players involved, it is a highly

on-trivial task. On one hand the existing functionalities should be

ade more robust, to provide more reliable packet delivery mech-

nisms. On the other hand, new routing services could be an en-

bler for new network based security services, e.g. perfectly secure

essage transmission [63,64] , or new capabilities to defend against

otnet activities. Many new research questions arise in the context

f security and threat models for the Future Internet, and they are

n important ingredient for a trustworthy version in the future.

oreover, it is important to include these considerations within

he design phase of new architectures and not afterwards, as in

he past. 

A holistic approach also means to consider the whole informa-

ion and service infrastructure layered above networks. Typically,

he principle “defence in depth” is widely applied for securing net-

orks and information systems. As attacks can happen at any layer

f the communication stack (e.g. hidden attacks exploiting vulnera-

ilities of web applications in legitimate network packets), various

etection and protection mechanisms usually co-exist at different

evels to mitigate security threats. However, if security manage-

ent is localised only to corresponding layers, the security related

nformation will be fragmented, which fails to give a big picture

or situation awareness and prompt and correct responses. Conse-

uently, the effectiveness and efficiency of detecting and mitigating

n attack will depend on sharing security management and secu-

ity information across different layers. 
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Fig. 3. Multilevel Internet Structure [50] . 
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It is important to recognise that the Internet is a complex mul-

tilevel structure [8,32,50] , as shown in Fig. 3: physical infrastruc-

ture, network topology, routing, realm [5] , and end-to-end. The re-

silience of each level provide a foundation for that above, e.g. a di-

verse [36] physical infrastructure that is at least biconnected (such

that the network does not partition with any link or node failure)

permitting routing between any pair of nodes. Similarly, resilient

multipath and disruption-tolerant [27] routing permits multipath

end-to-end communication [37] to continue even when a particu-

lar path fails. On the other hand, cost constraints limit the practical

resilience of each level, for example, a maximally resilient physi-

cal infrastructure graph would by a fully connected graph with all

n nodes directly connected at impractical n 2 link cost. Therefore,

each level also compensates for imperfect resilience on the level

below. The goal is then to design for, or improve the resilience of a

graph under cost constrains by an analysis of the most vulnerable

node or links as measured by degree (providing connectivity) or

betweeness (providing capacity over shortest paths) centrality [2] .

These network levels partially correspond to protocol layers, which

traditionally have observed opaque layered boundaries. 

In general, cross-layer design refers to the protocol design ap-

proach that intentionally violates the layered reference architecture

(viz. the OSI model) and allows direct communication and infor-

mation sharing between different layers [46] . Notably, it has been

proposed for wireless communication networks to overcome and

exploit unique features of opportunistic communications for im-

proved performance. With respect to security, researchers have in-

vestigated the possibilities of cross-layer design for security and
 t  
esilience in wireless mesh networks [3] and wireless ad hoc sen-

or networks [26] . 

Current research efforts concentrate on applying a cross-layer

esign approach to improve availability, Quality of Service (QoS),

nd service provisions for services infrastructure, e.g. resource

anagement for multimedia applications [34] and Service Oriented

rchitecture (SOA) service discovery based on mobile ad hoc net-

orks [23] . However, we need to apply the cross-layer design ap-

roach to the design of security management architecture for dis-

ributed and large-scale critical service infrastructure. 

The importance of translucent interfaces between layers and

lane is critical to resilience [13,43,53,54] in general, as well as in

he design of resilient end-to-end transport protocols that are able

o use application service needs and threat models (e.g. ResTP [49] )

nd specific multipath requirements to geodiverse routing proto-

ols (e.g. GeoDivRP [10,48] ), as shown in Fig. 4 . 

Open research questions include a general framework for cross-

ayering that is rich and general enough to provide network re-

ilience, while not so arbitrary to inhibit protocol and mechanism

nteraction. 

.2. Mechanisms for network resilience and trustworthiness 

Robustness is the property that relates the operation of a con-

rol system to perturbations of its inputs. In the context of re-

ilience (including fault tolerance, survivability, disruption toler-

nce, and traffic tolerance) [43] and dependability (including re-

iability and availability) [28] , robustness describes the trustwor-

hiness (quantifiable behaviour including reliability and depend-
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Fig. 4. Cross-Layering among application, end-to-end transport, and network rout- 

ing [48] . 
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Fig. 5. Two-dimenensional state-space quantitative resilience analysis [53] . 

d  

F

 

q  

o  

t  

c  

r  

t  

w  

l  

c  

d  

s  

s  

a

 

s  

a  

n  

c  

d  

a  

n  

e  

f  

s  

N

2

 

c  

d  

d  

t  

n  

[  

w  

s  
bility metrics) of a system in the face of challenges. Robustness

as one of the most important design principles in the Internet

rom its inception. When there are link or node failures in the net-

ork, existing routing protocols will re-converge on a new set of

outes, as long as the network is connected. This re-convergence,

owever, is a time-consuming process, and cannot offer the recov-

ry times required by emerging applications. Many methods have

een deployed or proposed that offer faster recovery from com-

onent failures, including recovery at lower layers [47] , MPLS fast

eroute [42] , and various methods for fast re-routing at the IP layer

65,66,67] . 

Several multipath routing algorithms have also been pro-

osed, both in an intra-domain [59,68,69] and inter-domain

70,71,72] context. Multipath routing increases robustness against

oth component failures and unexpected traffic fluctuations. 

Robustness against changes in traffic patterns has also been

tudied from several angles. In the early ARPANET routing proto-

ols, routing was adaptive with respect to traffic fluctuations [29] .

his approach, however, was shown to lead to oscillations and give

oor performance. The focus then shifted to Traffic Engineering

TE) methods that distribute traffic over the available links in a

avourable way [21] . Several TE methods have a focus on being

obust to changes in traffic input, including [73,74,75] . Observing

hat Internet traffic is highly varying also on shorter time scales,

he concept of online TE has emerged in the last decade [76,77,78] .

hese methods describe how traffic to a destination can be dy-

amically split over several paths, based on path characteristics ob-

ained by active measurements or feedback from the routers in the

etwork. 

Another approach to achieve resilient and reliable systems

s to exploit properties of self-organization. Some of the major

roperties of self-organizing systems are: autonomy, decentral-

zation, adaptability, and resilience. These properties can help to

mprove trusted networks with respect to many security issues.

or the evaluation of self-organizing properties, quantitative mea-

ures have been developed [79,80] . These measures can be used

o analyse and optimise systems with respect to a given goal

e.g. resilience against unexpected attacks) and for the design of

ew systems. An extensive description about the design of self-

rganizing systems is in [22] , while a non-technical overview of

elf-organisation can be found in [25] . 

.3. Measurement and evaluation of resilience 

A key aspect of understanding the resilience of existing net-

orks, as well as comparing the relative benefits of proposed so-

utions, is to be able to quantitatively measure the resilience of

 complex network. The ResiliNets initiative has developed a 2-
imensional state space evaluation technique [43,53,81] , shown in

ig. 5 . 

The horizontal axis is the operational state of the networks,

uantified as a multivariate objective function ranging from normal

peration (e.g. all links and components operational as designed)

hrough partially degraded to severely degraded . As the network is

hallenged, the network state moves from S 0 to the right, and a

esilient network infrastructure resists the degree of movement to

he right. For example, an overprovisioned richly-connected net-

ork with diverse paths will better remain operational under chal-

enges that cause nodes and links to fail. Network users, however,

are about the service delivered rather than the state of the un-

erlying infrastructure. This is captured by the vertical axis repre-

enting acceptable service (normal operations for a feasible service

pecification) through impaired service (usable, but poorly) to un-

cceptable . 

The D 

2 R 

2 ResiliNets strategy is overlaid on the figure. The initial

tate of acceptable service under normal operations is S 0 . As long

s resilience defences hold this will remain the case. Monitoring of

etwork operational state and service quality will detect when a

hallenge causes a transition toward degraded impaired service or

egraded operations toward (for example) S c . This triggers remedi-

tion mechanisms throughout the network, in all affected compo-

ents and protocols to improve service and operations toward (for

xample) S r . When the challenge is repelled or ends, and the in-

rastructure is restored or replaced, the systems recovers to S 0 . This

trategy is incorporated into the resilience requirements of the ETSI

etwork Functions Virtualisation (NFV) initiative [18] . 

.4. Partitioning, self-protection, and interdependent micronets 

Resilient networks have two important properties: survivable

onnectivity and autonomous isolatability . Survivable connectivity

ictates that networks should be richly connected with redundant

iverse nodes and links so that component failure does not parti-

ion the network, and that necessary disruption-tolerant commu-

ication be used when stable end-to-end paths are not available

43,53] . Autonomous isolatability [58] indicates that when the net-

ork is partitioned, the network components (partitions) contain

ufficient local resources and default parameters for isolated oper-
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Fig. 6. Critical infrastructure interdependencies [55] . 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Island of resilience [50] . 

Fig. 8. Connected islands of resilience [50] . 

o  

o  

t  
ation. Essential services such as DNS and PKI must be locally pro-

vided, and essential Web and other content made available. The

hierarchical structure of the Internet means that each isolatable

realm should contain at least its own local DNS servers, Web prox-

ies and caches, CDN servers, PKI and AAA servers. 

A realm is defined by a trust, policy (e.g. AS – autonomous

system), or mechanism (e.g. IP vs. non-IP MANET, WSN, or DTN)

boundary [5,9] . A resilient overall network infrastructure, such as

for a smart city, requires autonomously isolatable geographically

overlapping realms to directly interconnect without the need for

connectivity or gateways outside the isolatable area. For example,

in a smart city, the various network boundaries should match one

another (wired, wireless, mobile) as well as that of sensor net-

works and networks in support of transportation including smart

highways and ATC (air traffic control). Within realms, all needed

isolatable infrastructure should be locally provided, including DNS,

caches, CDNs, PKI, as well as resilient cloud services and datacen-

ters [51] . 

Fig. 6 shows the relationship among interdependent critical in-

frastructures [55] based on [56] . For example, that the Internet (IT)

requires the power grid (energy) to operate, while the power grid

requires the Internet for its SCADA (supervisory control and data

acquisition); the fate of these infrastructure is intertwined. Of re-

cent note, the election infrastructure is dependent on IT security. 1 

Combining this with the idea of isolatability and the multilevel In-

ternet structure leads to the concept of islands of resilience [50] in-

terconnected by corridors of resilience [1] . To provide resilience, the

topology of interdependent critical infrastructures should match, in

particular, of the power grid to the Internet. Key biconnected in-

terconnection links can be hardened to reduce their probability of

failure. 

Fig. 7 shows this concept for an individual island of resilience,

in which the boundaries of interdependent infrastructure coin-

cide with diverse biconnected internal links, and Fig. 8 islands
1 In 2017 the US DHS (Department of Homeland Security) added Election Infras- 

tructure as a subsector to Government Facilities shown in Fig. 6 . 

t  

[  

d  

e

f resilience interconnected by biconnected geodiverse corridors

f resilience. While there has been progress on understanding

he analysis of topological resilience of networks using graph-

heoretic techniques to attacks against vulnerable nodes and links

82,83] and to large-scale disasters [84,85,86] , very little has been

one yet in the context of interdependent infrastructures, in gen-

ral, and autonomous isolatability, in particular. 
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[  
. Summary and prospects 

We have presented an up-to-date picture of how resilient net-

orked systems might be constructed, along with some ideas that

re currently being explored in terms of the protection of critical

nfrastructures that depend on computer communications. 

To make adaptations to a running system, because of an iden-

ified challenge or threat, it may be appropriate to consult a situ-

tional awareness function or sub-system. This is particularly im-

ortant in the context of operational resilience where in the de-

ection phase a broad range of data and information may have to

e considered to ensure an appropriate response. Context aware-

ess or situational awareness (SA) has typically been used by the

ilitary as an essential part of understanding the environment in

hich they are operating. During the detect phase of a resilience

trategy, it is usual to check network traffic for any anomalies; this

eads into the remediation phase. But anomalous behaviour can be

aused by many different challenges, the effects of which could

ook the same. It makes good sense to explore the use of context

nformation that could provide information about what external

onditions (external to the network itself) may have contributed

o the challenge and the anomaly. Relevant SA information could

nclude weather reports, environmental conditions, newsfeeds, or

ata derived from social networks. It is still early days in the build-

ng of resilience assurance engines for real-world systems, and fur-

her work is urgently needed [31] . 

A fundamental but still unresolved issue is the involvement of

eople in the operation of systems that need to be (made) re-

ilient. There is a need to model people in the specification and de-

ign of such systems; people’s roles and responsibilities, and their

ehaviour, are clearly crucial elements in systems. This issue has

een studied before, in CSCW (Computer Supported Cooperative

ork) and HCI (Human Computer Interaction), during the 1980s

nd the following decades by sociologists and computer scientists.

lso, the roles of people in systems have previously been investi-

ated in principle and practice by management scientists [33] . The

ssue needs to be revisited now in the design and operation of re-

ilient systems because people represent a major source of vulner-

bilities; they also act as a source of strength, not least when hu-

an coping strategies are required after computer systems have

ailed or unanticipated problems have arisen [19] . We can cate-

orise people variously as owners, policy makers, designers, im-

lementers, operators, or users. These roles reflect the viewpoint

rom which the person sees the system in question. Of these, the

esigners and implementers are the only ones who can influence

he ‘internals’ of the system; all the others will essentially see the

ystem as a ‘black box’ with its inputs and outputs. A fundamental

esearch question is whether we can properly model the behaviour

f humans in their interactions with systems – it is relatively sim-

le to model their roles. Can people be represented as components

f systems, with appropriate properties and risks assigned to them,

or example within a resilience management framework [6] . 

Another potentially fruitful direction for realizing resilient sys-

ems involves the emerging use of NFV (Network Functions Vir-

ualisation). ETSI, the European Telecommunications Standards In-

titute, has been developing a set of proposals for exploiting vir-

ualization technologies to build telecommunications systems that

ave a range of improved properties including flexibility but also

esilience [57] . Future telecommunications systems will consist –

n engineering terms – of some, key, Physical Network Functions

PNFs) that cannot or should not be virtualized; everything else

ill be composed of Virtual Network Functions (VNFs) that run

n commodity hardware. These VNFs (together with the relevant

NFs) will be composed together to form a network service and/or

pplication; an orchestrator will do that, using some sort of user

ntent statement together with appropriate policies to instruct how
he VNFs (and PNFs) will be chained together [41] . This is work in

rogress, and the two crucial aspects are, first, construct the chain

o be suitably resilient (resilience by design) and, second, monitor

and control) the resulting system so that it can cope with the var-

ous challenges that will inevitably come its way – i.e. apply our

 

2 R 

2 + DR strategy to the system. 

Finally, we have begun to pursue the prospect that NFV tech-

ology, allied with Software Defined Networking (SDN), could ulti-

ately – or perhaps even in the not too distant future – lead to the

ealisation of autonomic network and service management, though

here are many issues of system complexity to overcome. 

upplementary materials 

Supplementary material associated with this article can be

ound, in the online version, at doi: 10.1016/j.comcom.2018.07.028 . 
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