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HACK: HIERARCHICAL
ACKNOWLEDGEMENTS



GOALS

Coexistence with stock 802.11.

Simple NIC changes.

No TCP changes.

Robustness to loss.



BLOCK ACKS MUST MEET
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TCP ACKS
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EVALUATION

Microsoft's Software Radio
(SoRa):

802.11a (no aggregation).

ns-3 simulator

802.11n (aggregation).



TCP GOODPUT EXPERIMENT
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HACK IMPROVES TCP GOODPUT
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CONCLUSIONS

TCP/HACK reduces medium acquisitions.
Increases goodput by:

~29 - 32% with no aggregation

~11 - 20% with aggregation
Practical to deploy on real NICs.

https://www.usenix.org/conference/atc14/technical-sessions/presentation/salameh

http://wwwO.cs.ucl.ac.uk/statt/A.Zhushi/hack/index.htm|




