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A lot of people but not very often
+

Building that blocks radio

A need to communicate
+

Terrible wireless connectivity



® The need to communicate includes a lot of
common data:

® match information,
® contact with the club,
® overlapping Twitter feeds,

® travel information...

® S50 we need:
® Sharing the limited network capacity
® Moving data into radio shadows
® Caching common data and ignoring the rest
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® Which comes out at a
DTN built as a cache;

® Asynchronous
interactions between UI
and cache / network

Infrastructure wifi
access with
connection to
cache server

(@)

® Store and forward later
into radio shadows

‘ cellular phone tower
unable to serve
all users in crowd

® Store and forward later
When Changing networl( ’ / User Not in Crowd

Bold lines

m 0 d e User Crowd  indicate DTN All mobile
protocol we devices run
define digital stadium
cache client
application

® Pushing data where it is

requested
e Context-aware: Serves

only switches on at match
time / place



® Which comes out at a
DTN built as a cache;

® Asynchronous
interactions between UI
and cache / network

Initial State

® Store and forward later
into radio shadows

Connec t to
networks

® Store and forward later
when changing network
mode

® Pushing data where it is
requested

® (Context-aware:
only switches on at match
time / place



e Ubpdating Ul:

User enters view

View requests asset
from cache

Cache hit:
respond to UI

Cache hit but stale:
respond to U,
mark as old,
request asset from
network
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Matchday

& Live Scores
Y League Table
() Current Match
® Match Commentary

& Man of the Match

Seaqulls
Travel
Social

Settings



® Updating cache over DTN:
® Exchange asset lists
® Prune POST lists where done
® Send POSTs

® Request new / updated assets in own -~

list
® Send requested assets where held

® Notify Ul of updates to current view

® Updating cache with server:

® Send POSTS, server makes POST
with end-point if first arrival and
sends response asset

® Update any assets in list
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CLUB BHAFC

BHAFC @OfficialBHAFC

RT @JoeyThorpel0: @OfficialBHAFC
away at @OfficialFOXES last night
#BHAFC #LCFC @awaydays_ #AwayDays
http://t.co/gTC1G08TOI

BHAFC @OfficialBHAFC

VIEW: Fan shots and match action from
the successful trip to Leicester City.
#LCFCvBHAFC http://t.co/kUyTpyqDUn

BHAFC @OfficialBHAFC

VIEW: Stephen Ward's goal and all the
Images taken by @BHASnhappy at
Leicester. #_.CFVvVBHAFC http://t.co/
h90ogOPXDvn http://t.co/L8I12UR9fhX

BHAFC @OfficialBHAFC

Jesse Lingard caught on camera by
@BHASNappy as he slides towards the
corner flag in celebration. #LCFCvBHAFC
http://t.co/Um8FRgwe7Z

BHAFC @OfficialBHAFC

VIEW: The latest fan gallery from the 4-1
win at Leicester City. #L.CFCvBHAFC http:/
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Results!

Short Version:
We're Very Pleased
and
More Clubs Are Deploying Now



Increase in unique users

® Deployed at all 27 home games in 2013/14 season
- 81 hours of DTN operation

® /|0 downloads of Android version
(iOS version didn’t have DTN last season)

Incremental Growth (over 40 day period)
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Total time per page

Time Spent Using App

Page views during timeblock (users at stadium only)
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® Performance evolved with
software and users

® By end of season, typical
per-match (3hr window) stats

Installed on approx. 400 phones,
150-250+ took partin DTN,

600-1000 phone pairings (unique

directed pairs)

® 400-1GB transferred over DTN,

® 40-60s median round trip time
® 40-50% hit battery limit

Dan Chalmers

| 5-20% of app traffic used DTN

But, average just |-2% traffic
overhead on users’ own app use
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® Performance evolved with
software and users

® By end of season, typical

per-match (3hr window) stats:

Installed on approx. 400 phones,
150-250+ took partin DTN,
600-1000 phone pairings (unique
directed pairs)

400- 1 GB transferred over DTN,
| 5-20% of app traffic used DTN

But, average just |-2% traffic
overhead on users’ own app use

40-60s median round trip time
40-50% hit battery limit
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Preferences

This is where you set your preferences for the
data sharing and battery limits. The app will
stop sharing data when this limit is reached
(you will still be able to receive data from other
app users). We have set the limit low for those
that are on smaller contracts, you may wish to
up this limit if you have less data restrictions on
your phone.

Battery Shutdown Limit

15%
Daily Shared Data Limit

50MB

Current Usage on behalf of others:
0 MB

To use the app tap on the menu icon at the top

left of the page or swipe across (the menu is

down the left hand S|de) Thisis a prototype of
e (4 /\ (]




Conclusions

® More people and for longer than the rest!

® Works with a big mix of devices:
Android and (just recently, not last season iOS),
not rooted, user-installed from App and Play store

® No expensive infrastructure investment

® Enough delay to tolerate that the Ul needs to
signal delay, even while remaining interactive

® Coming to a stadium near you next season!
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