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It’s Time For Low Latency
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Why Should We Care About Latency?

Latency effect on Data centre applications:



DISCLAIMER

I will not talk about:

ÅTCP, DCTCP, MPTCP etc.

ÅCongestion, Buffer bloat, In-cast, etc.

I will talk about:

ÅThe unavoidable latency contributions

ÅCommodity hardware, standard coding 

Ongoing work



Setup

ÅCPU: Intel Xeon E5-2637 v4, 3.5GHz

ÅMotherboard: SuperMicro X10-DRG-Q 

ÅOS: Ubuntu server 14.04LTS, kernel version 4.4.0-28-generic,

ÅNICs: Intel X710-DA2, Solarflare SFN6122F, ExaNIC X4

ÅNetFPGA-SUME



End Host Latency

Note The Log Scale!



End Host Latency

Same graph, linear scale

A single MAX event is 

x1000-x100000 the 99.9%.



Application Only

ÅWhat we do: Read TSC

ÅMin: 9ns

ÅMedian: 10ns

Å99.9%: 11ns

ÅMax: 10ôs to 100ôs of us

Å50-100 events/second > 1us
Modifying CFQ

Parameters

Different Ubuntu

Schedulers



Kernel Bypass

ÅQuestion: Is the OS really the problem?

ÅUsing ExablazeôsExasock, Memcached memtier benchmark

ÅThe good news:

ÅMin: -55% (9us ­ 5us)

ÅMedian: -46% (13us ­ 7us)

Å99%: : -56% (150us ­66us)

ÅThe bad news:

ÅMax: No difference or worse  (ms­ ms)

ÅBut server side is 8us max (measured by DAG)

ÅSo what is your app doing?



Client-Server Latency Contribution - Different Scenarios

CT ToR, 2m fibres, 10GE

Cut Through, 2m, 5m & 10m fibres, 10GE L1 Switching, 1.5m copper, 10GE

Store-forward, 100m fibres, 100GE

Single Rack

Fat tree

Network Core

HFT



Services In Hardware 

ÅMoving services to hardware reduces latency (old news)

ÅMoving services to hardware reduces jitter (good news)



Instrumentation

ÅLots of tools and instrumentation

ÅBut they do not interoperateé

ÅPoor debug ability 

ÅWe need instrumentation:

Åcross-layers 

Åcross-fields (compute/network/storage)

"There is an old network saying: Bandwidth problems can be cured with

money. Latency problems are harder because the speed of light is

fixed - you can't bribe God.ñ

-- David Clark, MIT



Thank You!



Application Only

ÅCode used for the evaluation

ÅAccurate measurement of time gaps

ÅMay miss events



Application Only

ÅMin gap: +55% (9ns ­14ns)

Å99.9%, ñcoldò buffer: +125% (4us­ 9us [6us at 99%])

ÅMax gap, using mlock: x2 (~20us ­ ~40us)

ÅMax gap, no mlock: x16 (~20us ­ ~320us)

ÅAlternate code: accounts for all events

ÅAlso measures code-induced events



Network Latency

Datasheet Numbers:

64B 1024B Comments

NIC, Low latency <1us Solarflare SFN8522 Plus

Switch, Store-Forward 511ns 717ns Broadcom Tomahawk, using 25GE

Switch, Cut-Through 328ns 381ns Mellanox Spectrum, using 100GE

Switch, Cut-Through, HFT 110ns Exablaze Fusion

Switch, L1 (Patch and Tap) 5ns Exablaze Fusion

Transmit, 10Gbps 51ns 819ns ñRawò, no FEC, no64b/66b, é

Transmit, 100Gbps 5.1ns 81.9ns

Fibre, 1m 5ns 5ns

Fibre, 100m 500ns 500ns

Care to calculate the latency over FatTree?


