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Challeng®® *

O A range of application workloads in
modern DCNs involve:

R

One-to-Many

LI i DK G
ﬁm&f 191111

v" Replicating copies of data

to multiple servers (when
required) e.g., GFS

Multi-Pathing

Many-to-one v Clients can fetch data from multiple
servers (when data is replicated, as in

distributed storage systems)
2

v"Improving resource utilisation

(per-packet Vs ikl )




Polyraptor tailored for
one-to-many and
many-to-one data
transfer patterns

Polyraptor supports
multi-path transport,
eliminates Incast



v’ Systematic code

— Receiver

@’ v' Spray symbols (not per-flow)
= v" Ordering is not required

4=)) v Reconstruct
= Rateless code/Endless supply the data
— v" No retransmissions

N Source block i

= v' Overhead = 2 symbols

=>» decoding failure probability = 107-6
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?gl Overhead is minimal
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g Repair

=) | Symbols (R) Symbols (K=8)

o)
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eceived Symbols (= K)

Encoding Symbols

Any subset of encoding symbols

v

Put in packets & transmit
throuah the network

. Network Node



mm mm «W « Any subset of encoding symbols whose size

Is equal or slightly larger than the source
block is useful for decoding

Source _!.
Data }
|:|I e |t doesn’t matter what is
received or lost
Dlgltal Fountaln

* It only matters that enough
O Encoding symbol IS receijved

O Source symbol

Received
Data

Receliver






» Packet trimming along with
RQ coding provide resilience
against congestion.

Sender2 Sender1l
so that the aggregate @ (,.,',..I)—-'
data rate matches the \/ R

receiver’s link capacity

Receiver
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~ Many-teo-ene

Receiver

14
« sfSource block f . ..

RaptorQ
Encoder

l Repam
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Reconstruct the data

Source block i

RaptorQ
Decoder

b a 4 3 2 1

Repair Source
Symbol (R) Symbols (K1)

Networ
Senders

generate
unique
symbols

Encoding Symbol

Received Symbols (= K)
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RaptorQ

gaasod
Repai;%
anerator

Repair Source
Symbol (R)  Symbols (K2)

» Each server contributes symbols at
its available capacity.

Encoding Symbols



7] Simulation OMNeT++.

= THE OPEN SIMULATO

v’ FatTree topology: 250 servers

(l9 INET Framework

v 1Gbps link speed & 10us link delay

v 10,000 Short sessions (4 MB each), arrival times follow a Poisson

process with A = 2560 session/sec

v' 20% (2000) Long sessions (background traffic).
v' Traffic matrix: permutation & random.

v A distributed storage scenario with 1 and 3 replicas.
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Receiver 1

Reconstruct the data

Onhe=teo-many

Partition
into source

RaptorQ
Encoder

Receiver 1

Reconstruct the data

Repair Source
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Encoding Symbols
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&% = The sender sends a new
R Y= g

symbol only after getting a
request form all receivers.




A distributed st '
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ABSTRACT 2 DESIGN

In this paper, we ititroduce Polyraptor, 2 movel dala transport
protocol that wses RaptorQ (RQ) codes and s talored for
one-to-many and many-to-one data transfer patiems, which
are extremedy common in modern data centres. Polyragtor
buthds oo previous work on foustas coding-based transpoet
and provides excellent performance, by exploiting native
support for madticasting 1o data centres and data resilience
provided by data replication.

1 INTRODUCTION
Diata centtres support the provision of core Internet services,

Poly raptor employ s & recoiver-drven commumcation model,
where receivers actively mamage the rate at whach encoding
symbols arrive (effectively providing Sow and congestson
control), by explicitly regeesting symbols from seaders. RO
codes are rateless and sy stemalic. encodung symbods consiat
of the source symbols (Le. ongmal data fragments), along
with a potentially very large number of repair symbols. In
Polyraptor. source symbols are seat at the beginning of a ses-
won, followed by repair symbols, & required by recesvers. In
the absence of Joss, source symbols are immediadely passed
10 the apphication withowt inducing amy pemalty in terms of
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