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q A range of application workloads in 
modern DCNs involve:

ü Clients can fetch data from multiple 
servers (when data is replicated, as in 
distributed storage systems)

ü Replicating copies of data 
to multiple servers (when 
required) e.g., GFS

ü Improving resource utilisation 
(per-packet Vs per-flow ECMP)
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Polyraptor tailored for 
one-to-many and 
many-to-one data 
transfer patterns

Polyraptor supports 
multi-path transport, 

eliminates Incast
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ü Systematic code
ü Spray symbols (not per-flow)

ü Ordering is not required

ü Rateless code/Endless supply

ü No retransmissions 

Excellent decoding 
performance

ü Overhead = 2 symbols

è decoding failure probability = 10^-6

Any subset of encoding symbols 
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• It doesn’t matter what is 
received or lost

• It only matters that enough 
is received

• Any subset of encoding symbols whose size 
is equal or slightly larger than the source 
block is useful for decoding  
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so that the aggregate 
data rate matches the 
receiver’s link capacity

Ø Packet trimming along with 
RQ coding provide resilience 
against congestion.

Shallow buffer
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Ø Natural load balancing 
Ø Each server contributes symbols at 

its available capacity.

Senders 
generate  
unique 

symbols



ü FatTree topology: 250 servers

ü 1Gbps link speed & 10μs link delay 

ü 10,000 Short sessions (4 MB each),  arrival times follow a Poisson 
process with λ = 2560 session/sec

ü 20% (2000) Long sessions (background traffic).

ü Traffic matrix: permutation & random.  

ü A distributed storage scenario with 1 and 3 replicas.
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TCP

Receiver

Sender1

RQ Sender2

Sender3

RQ session

Sender1

Sender2

Sender3Receiver

A client fetches data from 1 and 3 
replica servers

Polyraptor sustains 
excellent performance
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The sender sends a new 
symbol only after getting a 
request form all receivers.

Pacing

Pacing
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A distributed storage scenario 
with 1 and 3 replicas. 

Polyraptor sustains 
excellent performance
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Polyraptor eliminates incast



15



16


