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Consensus: the sync protocol for distributed datastores
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High level overview of these protocols
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Leader failure is costly (tested with Reckon)

Submitted manuscript, benchmark: github.com/cjen1/reckon 4

http://github.com/cjen1/reckon


etcd = Raft style election - majority vote decides leader
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zookeeper ≈ Paxos - statically assign terms to nodes
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the highest termed node is elected



Empirical testing Paxos and Raft using OCons

7
Benchmark: github.com/cjen1/reckon Implementations: github.com/cjen1/ocons

Paxos is more predictable than Raft.

But Raft is more popular.

So can we make Raft predictable?

http://github.com/cjen1/reckon
http://github.com/cjen1/ocons


Idea: randomise lower bits of the term, increment the rest

8Applicable to most Raft implementations



Thanks for listening!

chris.jensen@cl.cam.ac.uk @Cjen1@discuss.systems github.com/Cjen1
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Additional Slides
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Reckon network
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