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Why IoT?

▶ Billions of devices worldwide
▶ Deployed at our homes
▶ Always listening/watching
▶ Can leak information about our lives
▶ Device can be hacked or misconfigured
▶ In order to apply different rules, devices need to be identified
▶ Signatures could be used to identify when a device is

misbehaving
▶ An unknown device can be identified depending on its network

signature
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Architecture
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How Do We Differ From Other Solutions?

▶ Scalability
▶ No two households are the same
▶ Vast majority of other approaches use single model to classify

all devices
▶ Responsivness

▶ We want to achieve near real-time response
▶ Many other approaches collect data for extended period of time

(e.g. hours)
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Dataset

▶ 40 IoT devices in a testbed
▶ Contain active and idle periods
▶ Devices might have been disconnected for arbitrary lengths of

periods
▶ Therefore data are split into 4 parts depending on percentage

not time
Source: Kolcun, R., Popescu, D.A., Safronov, V., Yadav, P.,
Mandalari, A.M., Mortier, R. and Haddadi, H., 2021. Revisiting IoT
device identification., TMA 2021
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An Example - Echo Spot
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Other Examples

(a) Echo Spot (b) Google Home

(c) Fire TV (d) Ring Doorbell
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Constants

We want to achieve near on-line device identification.
▶ Sampling frequency: 10 Hz and 2 Hz
▶ Number of samples: 300 and 150 (height of the input)
▶ Number of FFT parameters: 120 and 60 (width of the input)

Buffer time for input 150 × 120 is 30 minutes and new input arrives
every 15 seconds.
Buffer time for input 75 × 60 is 7.5 minutes and new input arrives
every 7.5 seconds.

8 of 10



Results - The Good, the Bad and the Ugly

▶ Hihghest confidence (hc) - positive classification if the model is
the most confident amnogst all models.

▶ Confident enough (ce) - positive classification if the model is at
least 50% confident.

Table: F1 score of various classifiers. hc shows the highest confidence
scenario while ce shows the confident enough scenario.

Input Size 75 × 60 75 × 120 150 × 60 150 × 120
Prediction Window hc ce hc ce hc ce hc ce
0 0.90 0.94 0.91 0.95 0.91 0.94 0.93 0.95
1 0.72 0.78 0.75 0.80 0.74 0.78 0.76 0.80
2 0.47 0.55 0.50 0.56 0.50 0.56 0.54 0.59
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Thank you

Contact:

roman.kolcun@cl.cam.ac.uk
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